
 
Figure 4 Actual versus model predicted values for the 2011 and 2012 sets from a candidate multivariate 

model (Table 4, Equation 30). 

 

 

The benefits of model simplicity are evident in the performance of regression models developed for 

prediction of GFRAC in paired datasets not used in model development (Table 5). For example, in paired 

data from different sampling years (2011 or 2012), the strongest, most complex calibration models ranked 

lowest for estimation of stand composition in the year not used in model development. Multivariate 

models developed with 2012 data were worse for prediction of 2011 GFRAC than the LBP estimate 

alone. This result was reinforced by slopes and intercepts that were significantly different than one and 

zero, respectively, for all models except the simple LBP bivariate model (Equation 7). 2011 models 

performed better for prediction of 2012 GFRAC with the exception of the most complex model. 

However, gains in predictive accuracy were minimal and potentially insufficient to justify use of a model 

more complex than the LBP estimate alone. All slopes and intercepts did not differ from one and zero, 

respectively, when 2011 models were used to predict 2012 GFRAC. 

 

Models constructed from a random split of pooled 2011 and 2012 data were more accurate (Table 5). 

RMSE decreased and r2 increased with rising model complexity (more covariates). Results from testing 

Split 1 models on Split 2 data and Split 2 models on Split 1 data were similar. All models – except the 

most complex Split 2 model – generated slope and intercept estimates that were not significantly different 

than one and zero, respectively. Similar to testing paired sampling years, the use of the simplest model is 

attractive since the magnitude of predictive gain in r2 and RMSE for is not extremely high. Furthermore, 

the best overall prediction equation based on r2 and RMSE criteria is the most complex Split 2 model 

(Equation 24). However, in this preliminary testing example, this model had significantly biased slope 

and intercept.  




