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A B S T R A C T   

Apple is a highly valued specialty crop in the U.S. Green fruit thinning is an important operation of apple 
production, which is the removal of excess fruitlets in the early summer. The task ensures that remaining fruits at 
harvest time grow to have good size and quality while reducing the risk of biennial bearing. Current methods of 
thinning include hand, chemical, and mechanical. However, hand thinning generally requires a large labor force 
to implement, chemical thinning is non-selective and dependent on timing and weather during application, and 
mechanical thinning is also non-selective and destructive. A robotic green fruit thinning system could possibly be 
implemented that does not exhibit the drawbacks of current methods. A vision system is an essential component 
for a robotic green fruit thinning system that is responsible for green fruit detection and segmentation, decision- 
making on which fruit to remove, and environment reconstruction for path planning. This study took the first 
step towards developing a vision system for robotic green fruit thinning. First, green fruit and stem instance 
segmentation was applied using Mask R-CNN. Then, green fruit and stem orientation estimation was applied 
using Principal Component Analysis (PCA). Average precision scores for green fruit and stem segmentation on all 
mask sizes were 83.4% and 38.9%, respectively, whereas these increased to 91.3% and 67.7% if only considering 
the fruits and stems with mask sizes greater than 322 pixels. Green fruit orientation estimation with correction 
made 89.3% and 75.5% of estimates accurate within 30◦ of actual orientations for ground-truth and 
segmentation-generated masks, respectively. Performances respectively were 97.4% and 84.0% when only 
unoccluded masks are considered. Orientation correction resulted in considerable improvements in all cases of 
green fruit orientation estimation, with the greatest improvement seen on unoccluded ground truth masks where 
estimates accurate within 30◦ of ground truth orientations increased by 23.9%. Stem orientation estimation 
achieved very high accuracies with corresponding scores of 99.8% and 99.7%. The outcomes provided guideline 
information for developing a robust machine vision system for robotic green fruit thinning.   

1. Introduction 

Apples are a highly-valued and produced crop in the U.S., with 9.56 
billion pounds valued at $3.03 billion produced in 2021 (USDA, 2021). 
Green fruit thinning is an essential task for apple production, which is 
the process of removing excess fruitlets in May or June. Green fruit is 
thinned to increase size and quality of remaining fruit, as well as reduce 
the likelihood of biennial bearing, i.e., the occurrence of a heavy crop 
load in one season, and a light crop load the next (Vanheems, 2015). 
Manual green fruit thinning selectively removes unwanted fruits from 
apple trees. However, manual thinning is a labor-intensive task, and the 

shrinking labor force in apple orchards makes manual thinning difficult 
for fruit growers to implement. Manual thinning is more often used as 
follow-up to chemical thinning or mechanical thinning, as opposed to 
being the primary thinning method. 

Chemical thinning has been studied on numerous tree fruit crops, 
such as apples, peaches, and citrus (Farias et al., 2019; Gonzalez et al., 
2020; Stander et al., 2018). Chemical thinning can be applied much 
more quickly than manual thinning by using air blast sprayers. How
ever, it is climate and cultivar dependent, as well as time sensitive 
(Schupp et al., 2017; Tyagi et al., 2017). Meanwhile, mechanical thin
ners have been studied on apple and peach crops at the bloom and green 
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fruit stages (Auxt Baugher et al., 2010; Kon et al., 2013; Miller et al., 
2011; Reighard & Henderson, 2012). Similarly to chemical thinning, 
mechanical blossom thinning can reduce fruit load quickly, but it is non- 
selective, can increase the risk and transfer of disease, and can cause 
significant damage to spur leaf tissue (Kon & Schupp, 2018). A green 
fruit thinning solution that is more precise and selective would greatly 
benefit fruit growers. In particular, based on recent studies imple
menting robotic systems for tree fruit production (J. R. Davidson & Mo, 
2015; Onishi et al., 2019; Ye et al., 2021; Zahid et al., 2021; Zhao et al., 
2016), a robotic green fruit thinning system could potentially be 
developed that selectively removes fruit while exhibiting less of the 
drawbacks that exist in current methods. 

One essential component of a robotic green fruit thinning system is a 
vision system, which is used to detect green fruit, determine the ones to 
remove, and generate a point cloud of the tree environment to be used 
for path planning purposes. Extensive work has been done recently in 
computer vision for object detection in specialty crops. Sa et al. (2016) 
implemented Faster Region-based CNN (Faster R-CNN) for apple 
detection using color and near-infrared images and obtained an F1 score 
of 0.838 for sweet pepper detection. Bargoti & Underwood (2017) 
implemented Faster R-CNN for the detection of mangoes, almonds, and 
apples in orchards, and achieved F1 scores of over 0.9 for apples and 
mangoes. Ganesh et al. (2019) implemented the instance segmentation 
framework, Mask R-CNN, to obtain pixel-wise masks of oranges using 
RGB + HSV images to obtain a precision value of 0.9753. With most 
research focusing on the detection of mature fruit, relatively little work 
has investigated the detection of green fruit in apple orchards. Wang & 
He (2021) implemented the YOLO V5s deep learning algorithm for the 
detection of apple fruitlets with recall, precision, F1 score, and false 
detection rate of 87.6 %, 95.8 %, 91.5 % and 4.2 %, respectively. 
However, currently no work has reported on instance segmentation for 
green fruit of apples. Furthermore, there is no known work in either 
detection or instance segmentation for green fruit stems, which is 
important information for end-effector positioning for green fruit 
thinning. 

Instance segmentation is the process of detecting pixel-wise masks of 
objects in images. Several algorithms for instance segmentation have 
been proposed recently, particularly including the well-known Mask R- 
CNN (He et al., 2017) and YOLACT (Bolya et al., 2019). Two dimen
sional (2D) instance segmentation is potentially important for 
completing robotic tasks, as it can allow for 3D point cloud instance 
segmentation to be conducted from RGB-D images obtained with stereo 
cameras instead of more expensive lidar sensors, as demonstrated by 
Wang et al. (2021). Also, masks generated from instance segmentation 
can be readily utilized for orientation estimation algorithms, and can 
help determine more precise 3D features of objects when mapped into a 
3D point cloud using depth images obtained with stereo-vision camera. 
Ultimately, instance segmentation could outperform standard detection 
algorithms by providing more important information for robotic green 
fruit thinning. 

One of the main challenges in green fruit detection is that green fruit 
color is often similar to that of the background canopy. This can make 
green fruit segmentation difficult using methods that rely simply on 
color thresholding. Other features, such as green fruit and canopy 
texture and shape, are necessary to properly differentiate green fruit 
from canopy. Classical machine learning methods traditionally used 
hand-crafted features, i.e., features manually designed by humans, such 
as Histogram of Oriented Gradients and Scale Invariant Feature Trans
form (Dalal & Triggs, 2005; Lowe, 1999). However, deep neural net
works, which have been recently introduced in computer vision, are able 
to leverage the most important features for classification and segmen
tation tasks without requiring features to be manually indicated. Several 
studies have shown success in applying segmentation to persimmons 
and green apples using deep neural network-based methods (Jia, Liu, 
et al., 2022; Jia, Wei, et al., 2022; Liu et al., 2022). It is expected that 
segmentation of apple in the green fruit (fruitlet) stage should work 

similarly well. 
End-effectors for use in robotic systems have been developed for a 

large variety of specialty crops including apples, oranges, cucumbers, 
and tomatoes (J. Davidson et al., 2020). Hussain et al. (2022) describe 
development of a green fruit thinning end effector prototype. To prop
erly position an end-effector for green fruit removal, target fruit and 
stem locations and orientations are required. The type of end-effector 
used will determine which information will be the most useful. 
Knowing the stem orientation is important for orienting a snipper-like 
end-effector perpendicular to the stem for an optimal cut. For a pull
ing end-effector, the most efficient direction for pulling green fruit is 
directly in-line with the fruit, as sideways motions are more inefficient; 
in this case, it is most important to know the orientation of the fruit. 
Several methods exist for determining the orientation of objects within a 
scene, some of which are based on deep learning (Choi et al., 2016; Hara 
et al., 2017). One relatively simple method for determining the orien
tation of an object is based on principal component analysis (PCA) 
(Pearson, 1901). Principal component analysis is traditionally used for 
applications such as dimensionality reduction. However, the generation 
of eigenvectors through principal component analysis can be leveraged 
for determining an object’s orientation. Furthermore, the ellipsoid na
ture of green fruit can lend itself to providing accurate estimates of green 
fruit orientations using PCA without requiring large and complex neural 
networks to be trained and implemented for this purpose. 

This study aimed to implement and evaluate fruit and stem seg
mentation and orientation estimation algorithms for their feasibility of 
use in a machine vision system for robotic green fruit thinning in apple 
orchards. The main objectives were 1) to apply transfer learning on the 
Mask R-CNN algorithm to perform instance segmentation for green 
fruits and stems; and 2) to implement an orientation estimation algo
rithm using Principal Component Analysis to estimate the orientation of 
fruits and stems based on their generated masks. A correction algorithm 
is applied after orientation estimation to obtain the correct sense of the 
resulting vector. The performance of segmentation and orientation is 
then evaluated using a dataset consisting of Golden Delicious, GoldRush, 
and Fuji cultivars during the green fruit stage containing ground truth 
segmentation and orientation annotations. 

2. Methodology 

2.1. Image dataset 

A set of images were acquired on May 18 (Fuji and GoldRush) and 
May 23, 2021 (Golden Delicious). All images were obtained at the Penn 
State Fruit Research and Extension Center (Biglerville, PA). The green 
fruit diameters during this time broadly ranged from 10 to 30 mm. The 
images were obtained using an iPhone 12 and a Samsung Note 10 + at 
resolution 3024 × 4032. Images were taken at distances between 1 and 5 
ft, each varying in the number of fruit clusters. Images were resized for 
training and testing to 1024 × 1024. A total of 521 images including 
Fuji, Golden Delicious, and GoldRush cultivars were obtained for 
instance segmentation algorithm training and evaluation. The images 
contained 5,683 green fruit and 4,302 stem masks. 

The dataset was split into training, validation, and test datasets using 
a 70/15/15 ratio. The training, validation, and testing datasets were 
randomly and uniformly sampled from the dataset. The training dataset 
consisted of 365 images, which contained a total of 3918 green fruit 
masks and 2960 stem masks. All fruits and stems within the training 
dataset images were annotated using the VGG Image Annotator (VIA) 
(Dutta & Zisserman, 2019). The validation and testing datasets each 
contained 78 images. The validation dataset contained 918 fruit masks 
and 693 stem masks, and the test dataset contained 847 fruit masks and 
649 stem masks. Further information on the number of images, the 
number of fruit/stem masks, and average number of fruit/stem masks 
per image for each dataset/cultivar combination, and the average fruit/ 
stem mask size for each dataset/cultivar combination can be found 
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respectively in Tables 1-4. Table 5 Shows fruit/stem mask size category 
distributions for each cultivar. 

2.2. Green fruit and stem instance segmentation 

2.2.1. Mask R-CNN model development 
The instance segmentation algorithm, Mask R-CNN (He et al., 2017), 

was used to obtain pixel-wise masks of green fruits and stems in the RGB 
images. The flowchart of Mask R-CNN applied to fruit and stem seg
mentation is illustrated in Fig. 1. The first stage of Mask R-CNN consists 
of a convolutional neural network, which is used to generate a set of 
feature maps from an input image. The feature maps are then processed 
by a region proposal network. This network proposes bounding box 
regions which may contain green fruit or stem masks. The RoIAlign 
operation is applied to these regions of interest to generate a small 
feature map for each. Each feature map is processed by a fully-connected 
neural network to generate predicted bounding boxes and correspond
ing classes, while another set of convolutional neural networks is used to 
generate pixel-wise masks. 

The Mask R-CNN model was trained using transfer learning, with the 
ResNet-101 backbone and the original model of MS COCO (Lin et al., 
2014). All parameters of the backbone were trained. A workstation 
graphics card (Quadro P5000, Nvidia Corporation, USA) was used for 
training. Horizontal flipping and 90◦, 180◦, and 270◦ rotations were 
applied to the training dataset during training as data augmentation to 
effectively multiply the training dataset size by a factor of eight. 
Training continued until convergence of the algorithm was observed at 
64 epochs. The training parameters, learning rate for first 20 epochs, 
learning rate after 20 epochs, learning momentum, weight decay, 
training steps per epoch, and validation steps per epoch, were 0.001, 
0.0001, 0.9, 0.0001, 365, and 78, respectively. A batch size of one image 
was used for training. 

2.2.2. Segmentation evaluation 
Average precision (AP) (IoU = 0.5) was used to evaluate the per

formance of instance segmentation for each mask type. The metrics are 
first calculated for the following precision and recall values at 101 
evenly-spaced threshold values between 0 and 1, as in Equations (1) and 
(2). 

Pi =
TPi

TPi + FPi
(1)  

Ri =
TPi

TPi + FNi
(2) 

Where Pi and Ri are the precision and recall values at threshold index 
i, respectively, and TPi, FPi, and FNi are the number of true positives, 
false positives, and false negatives at threshold index i, respectively. 
After these values are calculated, average precision is then calculated 
through Equation (3). 

AP =
∑101

n=1
(Recalln − Recalln− 1)Precisionn (3) 

The performance of the Mask R-CNN tends to increase as the size of 
the fruit/stem mask increases (He et al., 2017). The fruit and stem mask 
sizes may vary considerably, which in turn will result in varying instance 
segmentation performances. Thus, the AP scores are also obtained for 

the following mask sizes: Mask > 322, 272 < Mask < 322, 202 < Mask <
272, and Mask < 202, all in pixel units. Segmentation performance is also 
evaluated for each cultivar across the different size categories. Since it is 
apparent that individual size categories in the test dataset for fruit and 
stem masks for a given category shown in Table 5 can have insufficiently 
few masks for evaluation, mask size categories are combined for each 
mask type accordingly for more reliable evaluation: <322 and > 322 for 
green fruit masks, and < 202 and > 202 for stem masks. 

2.3. Orientation estimation 

2.3.1. Principal component analysis (PCA) 
An orientation estimation algorithm from the OpenCV Library 

(Bradski, 2000) based on principal component analysis (PCA) (Pearson, 
1901) was used to estimate the orientation of fruit and stem masks. The 
green fruit and stem orientation estimation process is illustrated in 
Fig. 2. The principal idea of PCA applied to orientation estimation is to 
first consider a fruit or stem mask as a set of points, then find a weight 
vector that maps the set of mask points into a new set of points with 
maximal variance. This vector is also the eigenvector for the set of points 
that corresponds to the largest eigenvalue. The obtained weight vector is 
then assigned as the orientation vector for a given fruit or stem mask. 

Table 1 
The number of images per dataset and cultivar.  

Images/cultivar(s) All training validation Testing 

All 521 365 78 78 
GoldRush 228 164 33 31 
Fuji 180 119 28 33 
Golden Delicious 113 82 17 14  

Table 2 
The number of fruit/stem masks, respectively, per dataset and cultivar.  

Fruit/stems per cultivar(s) All training validation Testing 

All 5683/4302 3918/2960 918/693 847/649 
GoldRush 2659/1993 1879/1429 438/318 342/246 
Fuji 1878/1450 1224/920 294/236 360/294 
Golden Delicious 1146/859 815/611 186/139 145/109  

Table 3 
The average number of fruit/stem masks per image for each dataset/cultivar 
subset.  

Avg. fruit/stems per image All training validation Testing 

All 10.9/8.2 10.7/8.1 11.8/8.9 10.9/8.2 
GoldRush 11.7/8.7 11.5/8/7 13.3/9.6 11.0/7.9 
Fuji 10.4/8.1 10.3/7.7 10.5/8.4 10.9/8.9 
Golden Delicious 10.1/7.6 9.9/7.5 10.9/8.2 10.4/7.8  

Table 4 
The average fruit/stem mask size (pixels) for each dataset/cultivar subset.  

Fruit/stem size 
avg 

all training validation Testing 

All 2023.5/ 
329.0 

2033.0/ 
323.5 

2008.3/ 
330.0 

1996.1/ 
3535 

GoldRush 2033.8/ 
303.7 

2038.0/ 
306.0 

1972.7/ 
298.0 

2089.1/ 
297.2 

Fuji 1564.9/ 
302.3 

1482.7/ 
272.3 

1833.1/ 
334.1 

1625.0/ 
371.0 

Golden Delicious 2751.1/ 
433.0 

2847.8/ 
441.4 

2368.9/ 
396.1 

2697.7/ 
433.3  

Table 5 
The number of fruit/stem masks per mask-size subset for each cultivar.  

Fruit/stem masks per 
cultivar (test dataset) 

Overall > 322 272–322 202–272 < 202 

All  526/ 
26 

104/26 120/ 
108 

97/ 
489 

GoldRush  248/7 32/5 42/35 20/ 
199 

Fuji  171/ 
14 

56/6 63/42 70/ 
232 

Golden Delicious  107/5 16/15 15/31 7/58  
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The orientation vector w is obtained by solving for the following 
equation: 

w = argmax
{

wT XT Xw
wT w

}

(4) 

Where X is the matrix containing the set of points in a given mask. 
Finally, orientation correction is applied to the resulting image. 

2.3.2. Orientation correction 
The orientation vector, once generated, should be aligned with 

approximately the correct orientation of the mask. However, PCA has no 
inherent way of determining the “sense” of the orientation vector, i.e., it 
cannot determine if the direction in which the orientation vector faces is 
in one direction along the orientation line or the opposite. While the 
OpenCV implementation used for PCA returns an orientation with both 
sense and direction, it is not clear how the sense is obtained, which can 
make the generated sense unreliable. For stems, this does not matter so 
much for the purposes of green fruit thinning, as any thinning end- 
effector that is designed to interact with the stem, e.g., a snipping end- 
effector, should likely be able to align with the stem properly regard
less of whether the orientation vector faces one way or the opposite. 
Thus, orientation correction for stems is not applied. However, for end- 
effectors that rely on the fruit orientation, e.g., a pulling end-effector, 
knowing the correct direction of the orientation vector is essential for 
ensuring that an end-effector approaches fruit from the calyx end, rather 
than the stem end, which will likely result in stem collision or ineffective 
removal action, depending on the end-effector design. Thus, orientation 

correction needs to be applied for green fruit. The correct orientation of 
a green fruit was defined as one that points from the green fruit centroid 
towards its calyx. A method was developed to correct green fruit ori
entations with correct directions but incorrect senses, i.e., the ones 
whose orientation vectors point towards the stem end of the green fruit. 

The proposed orientation correction method relies on the “jagged” 
nature of the calyx of green fruit when viewed as a mask in an image. 
Due to this, a fruit mask typically has more apparent corners in its calyx 
than in the stem end. First, the outline of each green fruit mask within an 
image is converted into a set of points in 2D. Then, the orientation of the 
point set is aligned with the x-axis. Afterwards, orientation correction 
applies the Harris corner detection (Harris & Stephens, 1988) for the 
fruit mask to detect all corners. The Harris corner detection first starts 
with the sliding-window function as shown in Equation (5). 

E(u, v) =
∑

x,y
w(x, y)[I(x + u, y + v) − I(x, y) ]2 (5) 

Where u and v are window displacements in the × and y directions, 
respectively; w(x,y) is the window function, which is a 3 × 3 unity 
window for this application; and I(x,y) is the input image value at co
ordinates (x, y). The function can be approximated as the following 
using the Taylor Series: 

E(u, v) ≈ [uv]M
[

u
v

]

(6)  

Fig. 1. Flowchart of Mask R-CNN model for green fruit and stem segmentation. (For interpretation of the references to color in this figure legend, the reader is 
referred to the web version of this article.) 

Fig. 2. The procedure of green fruit and stem orientation estimation with Principal Component Analysis (PCA) method. (For interpretation of the references to color 
in this figure legend, the reader is referred to the web version of this article.) 
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M =
∑

(x,y)∈W

[
I2

x IxIy

IxIy I2
y

]

(7) 

Where Ix and Iy are partial derivatives of the input image. The ei
genvalues of M, λ1 and λ2, determine whether a particular patch in an 
image is flat, an edge, or a corner. Specifically, if both eigenvalues are 
large, then a patch is a corner. If one eigenvalue is considerably greater 
than the other, then the patch is an edge. If both eigenvalues are small, 
then the patch is flat. Instead of calculating the eigenvalues of M 
directly, the following metric R can be used for each location: 

R = det(M) − k(trace(M) )
2 (8)  

det(M) = λ1λ2 (9)  

trace(M) = λ1 + λ2 (10) 

Where k is a user-chosen parameter selected to obtain the best 
corner-detection performance in a given application. The chosen k value 
for orientation correction was 0.04. R exhibits the following behavior 
based on the above eigenvalue response: if |R| is small, which corre
sponds to small eigenvalues of M, then the patch is flat; if R < 0, which 
occurs when one eigenvalue is considerably greater than the other, then 
the patch is an edge; if R ≫ 0, which occurs when both eigenvalues are 
large, then the patch is a corner. The chosen corner threshold was 10-11. 
Finally, after the Harris corner detection is complete, the detected points 
are mapped onto the x-axis, and the sense of the orientation vector is 
determined to be towards the side of the origin with more corner points. 
The orientation correction process is illustrated in Fig. 3. 

2.3.3. Orientation evaluation 
The performance of the orientation estimation algorithm needs to be 

evaluated to determine its sufficiency for green fruit and stem orienta
tion estimation. To determine this, the estimated orientations of the 
fruit/stem masks are compared to the corresponding ground truth ori

entations by obtaining the absolute angle error, which is defined as 
follows: 

|errori| = |GTi − Esti| (11) 

Where i is the mask orientation index, GTi is the ground truth 
orientation for mask i (in ◦), and Esti is the orientation estimation for 
mask i (in ◦). A ground truth orientation label for each mask is created in 
VIA by adding a single line to the mask that corresponds to its correct 
orientation vector. 

For green fruit masks, angular errors were classified to various 
groups from 0◦-180◦ in 15◦ increments. For stem masks, however, 
angular errors were only classified to various groups from 0◦-90◦ in 15◦

increments. In other words, evaluation for orientation estimation con
siders the sense of green fruit masks while it does not for stem masks. For 
end-effectors that need to approach the calyxes of target green fruit, 
having the correct senses of the fruit is required. Meanwhile, whether 
the sense of a stem faces one way or another is not believed to matter for 
robotic green fruit thinning, as the stem orientation will unlikely affect 
the positioning of a pulling end-effector. The stem sense will not affect a 
stem-cutting end-effector whose blade approaches a stem perpendicu
larly. A cumulative histogram plot was applied to the data to illustrate 
the distribution of the angular errors for both mask types. 

The algorithm performance for orientation estimation and orienta
tion correction was evaluated on both ground truth masks (manually 
labeled) and Mask R-CNN-generated masks for green fruits and stems. 
Only generated masks with an IoU value>0.5 with their corresponding 
ground truth mask are used, as generated masks with lower IoU values 
are likely too dissimilar to their ground truth masks to provide reliable 
estimates. 

Fig. 3. Green fruit orientation correction using the Harris corner detection. (For interpretation of the references to color in this figure legend, the reader is referred to 
the web version of this article.) 
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3. Results and discussions 

3.1. Green fruit and stem segmentation 

Table 6 shows the average precision of the green fruit and stem 
segmentation. Overall, the average precision for green fruit segmenta
tion is better than that for stem. Green fruit segmentation results on all 
test dataset masks are reasonably high at average precision of 83.4 %. 
Stem segmentation results on all masks, however, are notably lower at 
38.9 %. When all masks are divided into bins according to their sizes, 
varying performances for each mask type is apparent. In general, per
formance for segmentation on each mask type is greatest for the largest 
mask sizes (>322), with green fruit and stem segmentation perfor
mances being 91.3 % and 67.7 %, respectively. The increase in perfor
mance when compared to using all masks is particularly notable for 
stems. Performance tends to trend downward as size decreases from 
largest to smallest. The decrease in performance becomes dramatic once 
mask sizes are less than 202, particularly for green fruit masks, which 
decreases to 24.2 % from 85.4 % from the next largest mask bin (202- 
272). 

Due to the performance degradation of segmentation with 
decreasing mask size, especially for stems, it is better to take closer 
images for segmentation of fruit for the purposes of robotic green fruit 
thinning such that the minimum size of each mask is at least 202 pixels. 
Otherwise, segmentation performance will not be sufficient for the 
purpose. Since a robotic green fruit thinning system will likely use a 
stereo camera to obtain 3D information of an environment, the closest 
distance from which images can be taken to obtain reliable RGB and 
depth images will depend on the baseline (the distance between the two 
lenses) as well as other factors. Minimum distances range of current 
popular stereo cameras range from tens to hundreds of centimeters. 

When inspecting the mask sizes training dataset size in Table 4, it is 
clear that the average fruit mask size is considerably larger than then 
average stem size. Training the Mask R-CNN on larger stem masks or 
making parameter adjustments could help increase the performance of 
stem segmentation. Furthermore, a green fruit image containing multi
ple green fruit clusters could first be split into multiple smaller images, 
each containing one of the clusters. Then, these images could be 
enlarged to increase the apparent size of each fruit and stem, thereby 
increasing segmentation performance. However, the interpolation 
operation used to enlarge the cluster images could also introduce arti
facts into the images, which could negatively affect segmentation 
performance. 

Table 7 shows the average precisions of green fruit and stem seg
mentation for each cultivar and stem size. For each mask type, it is still 
apparent that for each cultivar, the larger mask size category shows 
superior performance in comparison to the smaller mask size category. 
Again, for each cultivar, green fruit segmentation performance is supe
rior in all cases when compared to stem segmentation performance. For 
both fruit and stem masks, there is a notable pattern in which overall 
performance ranks from worst to best in the following order: Fuji, 
GoldRush, and Golden Delicious. When inspecting Table 5, it is apparent 
that the average size of fruit masks for each cultivar in the test dataset 
also follows this order, i.e., Golden Delicious green fruit masks are 
overall the largest, while Fuji ones are the smallest. Thus, the variation 
in green fruit segmentation performance between cultivars may in 
considerable part be due to their variation in mask sizes. However, this 

correlation between performance and mask size is not apparent for stem 
masks. While stem mask segmentation performance for Golden Deli
cious is the best of all cultivars and it has the largest stem mask sizes, Fuji 
stem masks have the worst segmentation performance despite having 
larger stem masks. Thus, other factors such as color and texture may be 
affecting stem segmentation performance. 

Overall, all of these scores can be considered acceptable for seg
mentation, considering the reported results for the Mask R-CNN on the 
MS COCO dataset. However, there are some explanations that can be 
identified for lower segmentation performance for stems. First, it is 
apparent from inspection of green fruit images that green fruit are more 
distinct from the background than stems, which may have similar ap
pearances to other background objects such as branches or green shoots. 
This may cause more false positives for stem segmentation. Second, the 
average size of stem masks is considerably smaller than the average size 
of green fruit masks, which is apparent from the green fruit and stem 
mask size distributions shown in Fig. 4. This means that less details may 
have been available for training of the Mask R-CNN for stem detection. 
Also, less training data for large stem masks will likely result in 
decreased performance for these masks. Third, the MS COCO dataset 
parameters, which are utilized for Mask R-CNN transfer learning, was 
originally trained to detect apples but not stems. This may indicate the 
MS COCO dataset parameters are far away from the optimal solution for 
stem segmentation, which could result in in either local convergence to a 
suboptimal solution, or at least extremely slow convergence of the Mask 
R-CNN to the optimal solution. 

While segmentation results are acceptable for both green fruit and 
stem, occlusion is believed to cause performance degradation, particu
larly in cases where masks are occluded in such a way that the mask is 
split into two disconnected components. An example of this can been 
seen in Fig. 5. 

Another concern regarding Mask R-CNN is on the segmentation 
performance for the calyxes of green fruit. While the algorithm does well 
in obtaining the general shape of green fruit, it shows less sufficiency in 
preserving the sharper details present in the calyx. This can be partic
ularly problematic for orientation estimation, especially for occluded 
fruit, which is discussed later. An example of this is shown in Fig. 6. In 
the manually labelled fruits (Fig. 6 left), the calyx portion of the mask 
was presented with more detail when compared to that of the segmented 
fruit mask (Fig. 6 right). 

3.2. Fruit orientation estimation and correction 

To evaluate the performance of the fruit orientation estimation with 
the segmented fruit masks by the developed Mask R-CNN algorithm, the 
fruit orientation estimation was conducted with both segmented fruit 
masks and the ground truth masks (manually labelled). The fruit 
orientation estimation results were calculated using the PCA method 
under the two conditions before and after correction was applied. His
tograms were used to illustrate the instances of different angular error 
levels and the accumulated percentage of these angular errors as shown 
in Fig. 7 and Fig. 8. Overall, orientation estimation using the PCA 
method presented good performance with the majority of orientations 

Table 6 
Results for green fruit and stem segmentation in terms of average precision (AP).  

Objects Average precision (AP) (%) 

Mask size 
(pixel) 

Overall > 322 272 –322 202 –272 < 202 

Green Fruit   83.4  91.3  80.0  85.4  24.2 
Stem   38.9  67.7  64.5  57.0  30.5  

Table 7 
Segmentation performances for each cultivar and size category.  

Objects Average precision (AP) (%) 

Mask size (pixel) Overall > 322 < 322 > 202 < 202 

Green Fruit All  83.4  91.3  66.0  –  – 
GoldRush  85.2  91.1  63.9  –  – 
Fuji  79.5  89.6  68.8  –  – 
Golden Delicious  88.2  94.3  56.1  –  – 

Stem All  38.7  –  –  60.6  30.3 
GoldRush  42.3  –  –  62.6  37.2 
Fuji  34.1  –  –  58.8  26.4 
Golden Delicious  44.2  –  –  61.2  25.4  
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being estimated within 15◦ of ground truth orientations. 
Before correction, 65.5 % and 61.9 % of fruit orientation estimates 

were accurate within 15◦ using ground truth masks and Mask R-CNN 
segmented masks respectively. Correspondingly, 73.1 % and 71.6 % of 
the estimates were accurate within 30◦. Very few estimates fell into the 
error range of 30-165◦ for both situations. Meanwhile, 19.8 % and 18.6 
% of estimates had errors in largest error category of 165-180◦, corre
spondingly. In other words, a certain portion of the fruits were estimated 
to almost the opposite orientation. Therefore, orientation estimation 
using PCA without correction is indeed incorrectly estimating the senses 
of some green fruit. 

Orientation correction is shown to increase the accuracy of orienta
tion estimation of green fruit for both mask types. The correction algo
rithm improved the orientation estimation accuracy, with 80.5 % and 
65.6 % of estimates falling within 15◦ of ground truth orientations for 
ground truth masks and generated masks, respectively. Meanwhile, 
89.3 % and 75.5 % of estimates fell within 30◦ of ground truth orien
tations for ground truth masks and generated masks, respectively. The 
percentage of estimates within the greatest error bins decreased to 4.8 % 
and 15.0 %, respectively. It is evident that the increase in orientation 

estimation accuracy for green fruit masks corresponds to a considerable 
decrease in the number of estimates in the largest error category, which 
includes the estimates that face the opposite way of their corresponding 
ground truth values. This improvement is considerably larger for ground 
truth masks than it is for masks generated by Mask R-CNN. The greater 
improvement for ground truth masks relative to generated masks is not 
surprising. The proposed orientation correction method relies on the 
jagged features of the calyx; these features are purposefully preserved in 
the annotation of green fruit images, while they are not preserved as 
well by Mask R-CNN, which decreases the reliability of orientation 
correction and increases the chance of falsely corrected and uncorrected 
orientations. Fig. 9 shows an example of orientation correction differ
ence between the ground truth mask and corresponding segmented 
mask. 

Overall orientation estimation is shown to perform very well on stem 
masks, with 97.6 % and 98.3 % of stem orientations being estimated 
within 15◦ of ground truth orientations for ground truth and generated 
masks, respectively. Meanwhile, 99.8 % and 99.7 % of stem orientations 
were estimated within 30◦ of ground truth orientations for ground truth 
and generated masks, respectively. No stems orientations were 

Fig. 4. The distribution of mask sizes (pixels) for each mask type including green fruits and stems in the test dataset. (For interpretation of the references to color in 
this figure legend, the reader is referred to the web version of this article.) 

Fig. 5. Occlusions in ground truth masks (left) vs segmentation masks (right).  
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estimated with errors>45◦. Unlike green fruit masks, orientation esti
mates for stem masks are shown to be very accurate while being robust 
to both ground truth and segmentation masks without the requirement 
of a correction algorithm. 

One natural weakness to the proposed method of orientation esti
mation is that, if a green fruit is facing directly or nearly directly toward 
the camera, then its orientation estimate will not be practically mean
ingful, as it will considerably differ from the ground truth orientation in 
3D space. In a future study, depth images and point clouds obtained 
using a stereo vision camera will be used to develop and evaluate an 
algorithm for 3D orientation estimation of green fruit. 

During the process of the orientation estimation, some occluded 
masks have been observed which could potentially affect the accuracy. 
Therefore, a set of calculations was conducted to estimate the fruit 
orientations only for these unoccluded fruits. The results of these 

calculations are illustrated in Fig. 10 and Fig. 11. 
When occluded masks are excluded, there are notable performance 

increases in orientation estimation. Before correction, 69.3 % and 68.0 
% of fruit orientation estimates were accurate within 15◦ for unoccluded 
ground truth masks and Mask R-CNN segmented masks, respectively. 
Correspondingly, 73.5 % and 72.5 % of the estimates were accurate 
within 30◦. Very few estimates fell into the error range of 30-165◦ for 
both situations. There were 25.2 % and 23.7 % of estimates with errors 
that fell in the largest error category of 165-180◦. Interestingly, before 
correction, an increase in orientation estimates with correct directions 
but incorrect senses occur with the exclusion of occluded masks. 

Orientation correction causes an even greater performance increase 
on unconcluded masks relative to the use of all masks. The correction 
algorithm improved the orientation estimation accuracy, with 92.7 % 
and 78.9 % of estimates falling within 15◦ of ground truth orientations 

Fig. 6. Green fruit calyx features in ground truth masks (left) vs segmentation masks (right). (For interpretation of the references to color in this figure legend, the 
reader is referred to the web version of this article.) 

Fig. 7. Histogram of orientation estimation errors with all the ground truth (GT) fruit masks. Bars are the number of masks, and the lines are the accumulated 
percentages. 
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for ground truth masks and generated masks, respectively. Meanwhile, 
97.4 % and 84.0 % of estimates fell within 30◦ of ground truth orien
tations for ground truth masks and generated masks, respectively. The 

estimates within the greatest error bins decreased to 1.8 % and 12.8 %, 
respectively. 

Occlusions decrease the performance and reliability of the 

Fig. 8. Histogram of orientation estimation errors with all the Mask R-CNN algorithm segmented masks. Bars are the number of masks, and the lines are the 
accumulated percentages. 

Fig. 9. Orientation correction performance example on ground truth mask (left) vs corresponding segmentation mask.  

Fig. 10. Histogram of orientation estimation errors with GT masks and using only unoccluded masks. Bars are the number of masks, and the lines are the accu
mulated percentages. 
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orientation correction by introducing sharp corners towards the stem- 
end of green fruit, which increases the number of false corrections. 
The type of occlusion is also likely to be a factor in performance. In cases 
where occlusions do not block out the calyx of the fruit and do not 
considerably change the apparent mask shape, orientation estimates are 
still reasonably accurate. 

Orientation estimation overall is shown to perform very well on stem 
masks when occlusions are omitted, with 97.8 % of stem orientations 
being estimated within 15◦ of ground truth orientations for both ground 
truth and generated masks. Meanwhile, 99.8 % and 99.6 % of stem 
orientations were estimated within 30◦ of ground truth orientations for 
ground truth and generated masks, respectively. No stems orientations 
were estimated with errors>45◦. Performance of orientation estimation 
for unoccluded stems is similarly very good when compared to orien
tation estimation performance for all stems. Even when stems are 
occluded, their length generally stays high relative to their width, which 
likely explains the high performance of stem orientation estimation even 
in the presence of occlusions. 

3.3. Discussion 

Orientation correction for green fruit orientation estimates resulted 
in considerably large estimation improvements in all cases, with the 
greatest improvement seen on unoccluded ground truth masks. Overall, 
while orientation estimation using the PCA method and orientation 
correction based on Harris Corner Detection is seen to work reasonably 
well, its performance for green fruit is not very robust in cases of oc
clusions and masks generated without pixel-accurate calyxes. There are 
at least two possible ways to improve this: 1) utilize other orientation 
estimation methods, such as deep neural network-based ones, which 
may show better performances in such cases, as they may be more robust 
to the lack of apparent corners in generated Mask R-CNN masks; 2) 
generate masks with higher pixel accuracy around calyxes, either 
through parameter or structure changes in Mask R-CNN, or potentially a 
different instance segmentation algorithm altogether that is able to do 
so. In future work, such improvements will be investigated. 

The research revealed some additional limitations. This study does 
not consider potential variations in performances between cultivars for 
orientation estimation. Future studies may look into any potential dif
ferences in performances between cultivars using the method discussed 
in this study as well as additional orientation estimation methods. While 
segmentation performance has a notable a correlation with fruit/stem 
mask size, there are other factors that may factor into segmentation 

performance, such as green fruit color, texture, and how they vary from 
the background. While evaluation of this may be somewhat more 
challenging in comparison to performance according to size, there may 
be merit in future studies investigating this. Furthermore, this study does 
not consider the ground truth sizes of green fruits and stems, i.e., their 
diameters and lengths. However, this is not believed to matter as much, 
since segmentation tends to depend more on the apparent in-image mask 
size of an object rather than its real-life size. Nonetheless, fruit and stem 
dimensions should still be considered in an overall robotic green fruit 
thinning system, as they may be an important factor for making thinning 
decisions. 

This study does not quantitatively investigate how occlusions may 
affect segmentation performance. For segmentation, occlusions are not 
believed to have a significant effect on performance unless a fruit or 
stem is occluded such that the occlusion splits the object into two 
disconnected masks, which may be difficult for current segmentation 
algorithms to properly segment. Future work may consider how per
formance differs on occluded masks versus unoccluded masks. 
Furthermore, smart phone images were used for both segmentation and 
orientation estimation. However, smart phone images may have char
acteristics that differ from those usually used in robotic systems, e.g., 
stereo cameras. Nonetheless, the model trained for green fruit and stem 
instance segmentation on smart phone images could be used for transfer 
learning to obtain a model that works well on stereo camera images. 

As stated earlier, instance segmentation performed well on green 
fruit and stems, particularly when medium or large mask sizes are used. 
However, instance segmentation does not intrinsically pair together 
corresponding fruits and stems, i.e., it does not indicate whether a stem 
belongs to one green fruit or another. Regardless of its type, when an 
end-effector for green fruit thinning is engaging with a target fruit, 
knowing where the corresponding stem of the fruit is located is likely 
important for properly positioning an end-effector for fruit removal. 
Thus, an additional algorithm for fruit and stem pairing is ultimately 
needed for a robotic green fruit thinning vision system. 

In an integrated robotic green fruit thinning system, the vision sys
tem will be used to obtain important information of a tree being thinned 
that will be used to decide which green fruit to thin and determine 
collision-free paths for the robotic manipulator to take in thinning target 
fruit. The vision system will mainly consist of a camera, which will likely 
be a stereo camera that can obtain 3D point clouds of the tree, and a 
graphics processing unit that can quickly implement computer vision 
algorithms for green fruit thinning. The first algorithm the vision system 
needs to run before further steps can be taken is an instance 

Fig. 11. Histogram of orientation estimation errors with Mask R-CNN masks and using only unoccluded masks. Bars are the number of masks, and the lines are the 
accumulated percentages. 
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segmentation algorithm for detecting and generating pixel-wise masks 
of green fruits, which was investigated here. The initial step of seg
menting individual green fruit in images is important for being able to 
implement further vision system algorithms that determine other 
important information required for robotic green fruit thinning, which 
includes orientation estimation for end-effector alignment. Precise seg
mentation of green fruit masks can provide guidance for green fruit and 
stem pairing, green fruit clustering, and decision making for fruit 
removal. Decision making for fruit removal will depend on the heuristic 
used; one example is to thin fruit to leave one fruit for every-six inches of 
branch (Renquist, 2018). These heuristics in general may utilize a va
riety of information including green fruit clusters, tree structure, fruit 
distribution and size, and fruit distancing future vision system devel
opment will be done to obtain these features. Green fruit segmentation 
can also be integrated with point cloud information to perform 3D 
instance segmentation of green fruit in point clouds, which enables a 
robotic green fruit thinning system to navigate to target fruit in the 3D 
environment using path planning and sequencing algorithms. 

4. Conclusions 

Algorithms for instance segmentation and orientation estimation on 
green fruit and their stems were implemented and evaluated. Mask R- 
CNN was used for instance segmentation, and PCA was used for orien
tation estimation. An orientation correction algorithm based on Harris 
corner detection was developed and implemented. 

In summary, the Mask R-CNN model was able to obtain good results 
for green fruit segmentation, particularly on larger masks, the average 
precision for green fruit and stem detection were 91.3 % and 67.7 % for 
the mask size greater than 322. This will allow for sufficient pixel-wise 
mask detection of green fruit and stems, which can be used to deter
mine fruit locations, as well as extract shape and orientation-based in
formation about the fruit that would not be as readily obtainable from 
object bounding boxes alone. Furthermore, orientation estimation with 
correction obtained accurate results for green fruit with the accuracies of 
89.3 % and 75.5 % within 30◦ of their actual orientations with ground- 
truth and segmentation-generated masks respectively. Fruit and stem 
orientation estimation is important for properly position a robotic- 
thinning end-effector for green fruit removal. 

While green fruit segmentation and orientation estimation are 
important first steps for developing a robotic green fruit thinning vision 
system, there are further components that need to be developed. First, 
while instance segmentation can be used to generate the pixel-wise 
masks of green fruit and stems, this does not pair corresponding fruit 
and stem masks. Thus, an additional algorithm is required for this pro
cess. Second, decision making will be required to determine which green 
fruit to remove from clusters. An algorithm for this may utilize infor
mation such as green fruit distribution and size, tree structure, location 
relative to center of a cluster, and the presence of disease or damage. 
Third, since a green fruit end-effector is ultimately required to engage 
and remove target green fruit in 3D space, 3D vision algorithms will 
need to be implemented that can detect target fruit green fruit in 3D 
space and determine optimal target end-effector positions based on this 
information. Ultimately, a robotic green fruit thinning system is inten
ded to work on all apple cultivars, with perhaps minor alterations 
needed between cultivars. 
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